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ABSTRACT

Statement of problem. Limited data is available on the effect of inlay preparation design on the trueness of digital impressions obtained by intra-oral scanners and conventional impressions.

Purpose. The purpose of this study was to evaluate the influence of inlay preparation design on the trueness of different impression techniques

Material and methods. Two typodont resin teeth representing maxillary first premolars were prepared for disto-occlusal inlay preparations with two different divergent angels (6° and 12°). The prepared teeth were mounted in two typodont dental models and were used as reference models. Each reference model was scanned using an extra-oral scanner. A total of 40 digital impressions of the reference models were obtained using two different intra-oral scanners (3Shape Trios and Cerec Omnicam). For the conventional impressions, each reference model was duplicated 10 times for each preparation design (n=10) using a stock metal-tray and a vinyl polysiloxane impression material to obtain a total of 20 conventional impressions. Then, all impressions were scanned using the previously used extra-oral scanner. Subsequently, all impressions were poured with modified dental stone, then each cast was scanned 10 times for each preparation design (n=10) using the same extra-oral scanner to obtain a total of 20 working casts. Both reference models and all (STL) files (n=80) were loaded into a 3D reverse engineering software. For the trueness measurement, color difference maps and reports (n=80) were obtained by superimposing the digital data sets of the scans from the two intra-oral scanners onto the reference model, then (3D) deviation analysis was performed with the best-fit algorithm method. By using this method, for each superimposition, the root mean square (RMS) of the amount of deviation at each measurement point was recorded.

Results. Two-way ANOVA revealed statistically significant differences between the taper, impression technique, and significant interaction. 12° taper showed statistically significant higher trueness values when compared to 6° taper. As for impression technique, the impression scan and the cast scan were statistically significantly better than the intra-oral scan. However, there was no statistically significant difference either between the impression scan and the cast scan or between the Omnicam and the 3Shape Trios scan.

Conclusion. Inlay preparation with 12 degrees axial wall divergence is significantly better than the 6 degrees axial wall divergence, in terms of trueness.

Clinical implications. Special care should be considered during capturing the image while using intra-oral scanners for inlay restorations.
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INTRODUCTION

Conventional dental impression taking for tooth preparations is still the gold standard for replicating the intraoral condition. However, inherent problems still exist with this approach, such as voids inclusion, improper tray selection, lack of co-adaptation between the impression material and the impression tray, distortion of elastic impressions, expansion of stone casts; in addition, to time consumption and patient discomfort, especially those with gag reflex.

To overcome these problems, digital (virtual) models can be obtained by capturing three-dimensional (3D) images of dental preparations using computer aided design/computer aided manufacturing (CAD/CAM) technology. These models can be obtained by scanning a cast or an impression using an optical camera, contact probe, and laser beam, or by scanning the patient dentition directly using intra-oral scanners (IOS), expressed as computer-aided impressioning (CAI) to produce final restorations; thus, possible laboratory errors are eliminated and the time needed for the fabrication and scanning process is reduced.

According to many studies, digital impressions are advantageous over conventional impression taking, in terms of accuracy. According to the international organization for standardization (ISO), accuracy is expressed in terms of trueness and precision (ISO 5725-1). Ideally, an (IOS) should have a higher precision (a more predictable measurement when the process is consistently repeated), and a high trueness (less deviation as closely as possible from the reference object proportions). However, application of the sprayed powder and reflection on tooth surface caused by saliva during intraoral scanning may decrease the accuracy during digital impression taking.

In order to evaluate the trueness of an IOS, a reference model of the same scanned object, obtained with industrial optical scanners with accuracy (<5μm) is obligatory; subsequently, the IOS will be superimposed on the reference model using the reverse engineering software in order to evaluate the deviations between measurements. Assessing clinical trueness during digital or conventional impressions is a complicated procedure because the reference model used for comparison depends on the precise capturing of the complex natural tooth structure dimensions.

Several factors influence the (3D) image acquisition of the IOS, such as retraction cord placement, powder application, presence of saliva, angle of capturing, dryness of the area to be digitized, limited inter-arch space and the scanning strategy method.

Several in-vitro studies have revealed that IOS can capture accurate impressions for the fabrication of inlays, onlays, single crowns and fixed dental prosthesis restorations. These results have been verified by several clinical investigations. On the other hand, some studies concluded that IOS showed statistically significant lower accuracy when compared to conventional impressions.

Few studies have focused on the trueness of IOS during image acquisition, therefore; the purpose of this study was to evaluate the influence of inlay preparation design on the trueness of different impression techniques. The null hypothesis was there is no difference in the trueness value between digital impressions obtained by different IOS and conventional impressions for different inlay preparations.

MATERIALS AND METHODS

Two typodont resin teeth (Nissin Dental Product, Kyoto, Japan) representing maxillary first premolars were prepared for disto-occlusal inlay preparations with two different divergent angels according to the general principles of intra-coral ceramic restorations. The inlay preparations have the following dimensions: 4 mm bucco-lingual width, 3mm pulpal depth, 5mm gingival depth and 6° and
12° axial wall divergence (the sum of the divergence of the 2 axial walls)(Fig.1).

The prepared teeth were mounted in two typodont dental models (Nissin Dental Product, Kyoto, Japan) and were used as reference models. Each reference model was scanned using an extra-oral scanner (Identica Hybrid) with a standardized protocol according to the manufacturer recommendations and each scan was converted into standard tessellation language (STL) data file format to create digital reference data (CAD reference model).

A total of 40 digital impressions of the reference models were obtained using two different IOS with different scanning strategies. For the 3Shape Trios IOS, each reference model was scanned 10 times for each preparation design (n=10) to obtain a total of 20 digital files. The scan process began from the occlusal surface of the second molar towards the first premolar in a sweep motion followed by the lingual and buccal surfaces, respectively. The angle of scanning is 45-90 degrees to the long axis of the teeth to complete the sweep and to determine the contact points. The scanning strategy depends on light oscillation falling on the object resulting from an illumination pattern from the light source. Continuous images were recorded to form the virtual (3D) model. For the Cerec Omnicam IOS, each reference model was scanned 10 times with each preparation design (n=10) to obtain a total of 20 digital files. The scan process began with placing the camera at a distance of 0-15 mm above the tooth surface and the same curve of exploration was performed like the previous IOS. The scanning strategy depends on stitching separate individual images together creating a yellow dental stone-like digital cast. Continuous images and video were recorded to create a virtual (3D) model. Table I. specifies the scanners used in this study.

For the conventional impressions, each reference model was duplicated 10 times for each preparation design (n=10) using a stock metal-tray and a vinyl polysiloxane impression material (Express™STD,3M ESPE, St. Paul, USA, LOT N928424) to obtain a total of 20 conventional impressions. Then, all impressions were scanned using the previously used extra-oral scanner. Subsequently, all impressions were poured with modified dental stone (New Fujirock, GC), then each cast was scanned 10 times for each preparation design (n=10) using the same extra-oral scanner to obtain a total of 20 working casts. The scanned data for conventional impressions and working casts were converted into (STL) file format to create a virtual (3D) model.

Both CAD reference models and all (STL) files (n=80) were loaded into a 3D reverse engineering software (Geomagic Qualify™ 2012, Geomagic, Morrisville, USA) and all unnecessary information were cut using the “cut with planes” function. For the trueness measurement, color difference maps and reports (n=80) were obtained by superimposing the digital data sets of the scans from the two IOS onto the reference model, then (3D) deviation analysis was performed with the best-fit algorithm method (30) to evaluate and visualize the positive (expansion) and negative (contraction) discrepancies (in micrometers) on a color coded image of the superimposition (Fig.2). By using this method, for each superimposition, the root mean square (RMS) of the amount of deviation at each measurement point was recorded using the equation below: \(^{(31)}\)

\[
RMS = \sqrt{\frac{1}{n} \sum_{m=1}^{n} (x_{1,m} - x_{2,m})^2}
\]

The data collected was checked for normal distribution and analyzed using two-way analysis of variance (ANOVA), followed by Tukey’s HSD test (SPSS v20, Chicago, IL, USA) at a significance level of P ≤ 0.05.
RESULTS

The mean values and standard deviations (SD) of trueness measured in micrometers (µm) of all groups are listed in (Table II).

Two-way ANOVA revealed statistically significant differences between the taper, impression technique, and significant interaction (Table III). 12° taper showed statistically significant higher trueness values (0.068±0.0045 µm) when compared to 6° taper (0.080±0.010 µm). As for impression technique, the impression scan and the cast scan were statistically significantly better than the intra-oral scan. However, there was no statistically significant difference either between the impression scan and the cast scan or between the Omnicam and the 3ShapeTrios scans. However, the impression scan and the cast scan were statistically significant better than the intra-oral scan (P< .05).

For the 12° axial wall divergence preparation design, the cast scan had the best performance in terms of general trueness (0.0727±0.003µm), followed by impression scan (0.0701±0.003µm), 3Shape Trios (0.0889±0.003µm) and Omnicam (0.0921±0.003µm). No statistically significant difference was found either between the impression scan and the cast scan or between the Omnicam and the 3ShapeTrios scans. However, the impression scan and the cast scan were statistically significant better than the intra-oral scan (P< .05).

<table>
<thead>
<tr>
<th>Scanner</th>
<th>Company</th>
<th>Software</th>
<th>Impression system</th>
<th>Light source</th>
<th>Image type</th>
<th>In office milling</th>
<th>Output format</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identica</td>
<td>Medit, Seoul,</td>
<td></td>
<td>Phase shifting optical triangulation</td>
<td>Blue LED light</td>
<td>Image</td>
<td>NO</td>
<td>STL</td>
</tr>
<tr>
<td>Hybrid</td>
<td>Korea</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trios</td>
<td>3 Shape,</td>
<td>v4.4.0.41651</td>
<td>Ultrafast Optical Sectioning and conofocal microscopy</td>
<td>Blue LED light</td>
<td>Video</td>
<td>No</td>
<td>Proprietary or STL</td>
</tr>
<tr>
<td></td>
<td>Copenhagen,</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Denmark</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cerec AC</td>
<td>Sirona, Bensheim,</td>
<td>4.4.4</td>
<td>Active triangulation (Multicolor stripe protection)</td>
<td>White light</td>
<td>video</td>
<td>Yes</td>
<td>Proprietary</td>
</tr>
<tr>
<td>Omnicam</td>
<td>Germany</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE (II) Mean (SD) of all subgroups in µm

<table>
<thead>
<tr>
<th>Impression technique</th>
<th>6 degrees</th>
<th>12 degrees</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impression Scan</td>
<td>0.0701 (0.003)</td>
<td>0.0684 (0.004)</td>
</tr>
<tr>
<td>Trueness</td>
<td>0.0727 (0.003)</td>
<td>0.0683 (0.004)</td>
</tr>
<tr>
<td>Mean(SD)</td>
<td>0.0921 (0.003)</td>
<td>0.0696 (0.004)</td>
</tr>
<tr>
<td>Cast Scan</td>
<td>0.0889 (0.003)</td>
<td>0.0684 (0.005)</td>
</tr>
<tr>
<td>Trueness</td>
<td>0.0727 (0.003)</td>
<td>0.0683 (0.004)</td>
</tr>
<tr>
<td>Mean(SD)</td>
<td>0.0921 (0.003)</td>
<td>0.0696 (0.004)</td>
</tr>
<tr>
<td>Omnicam</td>
<td>0.0889 (0.003)</td>
<td>0.0684 (0.005)</td>
</tr>
<tr>
<td>Trueness</td>
<td>0.0921 (0.003)</td>
<td>0.0696 (0.004)</td>
</tr>
<tr>
<td>Mean(SD)</td>
<td>0.0921 (0.003)</td>
<td>0.0696 (0.004)</td>
</tr>
<tr>
<td>3shape trios</td>
<td>0.0889 (0.003)</td>
<td>0.0684 (0.005)</td>
</tr>
<tr>
<td>Trueness</td>
<td>0.0921 (0.003)</td>
<td>0.0696 (0.004)</td>
</tr>
<tr>
<td>Mean(SD)</td>
<td>0.0921 (0.003)</td>
<td>0.0696 (0.004)</td>
</tr>
</tbody>
</table>

Means with different superscript letters are statistically significant.
DISCUSSION

The null hypothesis tested in this study, that there is no difference in the trueness of the digital impressions taken by IOS and conventional impressions, was rejected. The results revealed that the trueness of the impression scan and the cast scan were statistically significantly better than the digital impressions obtained by IOS for inlay preparation with 6 degrees axial wall divergence; however, no significant difference was noted in the 12 degrees axial wall divergence.

In recent years, the increased clinicians demand for replacing the conventional impressions by digital impressions using IOS have been increased. In fact, virtual impressions are easier to take by the clinician and more tolerable by the patient.\(^{(2)}\)

In this study, two typodont models were selected due to their opacity, dimensional stability, chemical resistance and good mechanical properties according to the manufacturer. The two models were prepared with different axial wall divergent angels to receive an inlay restoration and scanned with an industrial scanner to obtain a CAD reference model. Each

TABLE (III) Two-way analysis of variance (ANOVA) test of significance comparing the effect of different variables on the trueness.

<table>
<thead>
<tr>
<th>Source</th>
<th>Type III Sum of Squares</th>
<th>df</th>
<th>Mean Square</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corrected Model</td>
<td>.005*</td>
<td>7</td>
<td>.001</td>
<td>38.384</td>
<td>.000</td>
</tr>
<tr>
<td>Intercept</td>
<td>.314</td>
<td>1</td>
<td>.314</td>
<td>17817.422</td>
<td>.000</td>
</tr>
<tr>
<td>Taper</td>
<td>.002</td>
<td>1</td>
<td>.002</td>
<td>120.097</td>
<td>.000</td>
</tr>
<tr>
<td>Impression technique</td>
<td>.001</td>
<td>3</td>
<td>.000</td>
<td>26.616</td>
<td>.000</td>
</tr>
<tr>
<td>Taper * Impression technique</td>
<td>.001</td>
<td>3</td>
<td>.000</td>
<td>22.915</td>
<td>.000</td>
</tr>
<tr>
<td>Error</td>
<td>.001</td>
<td>48</td>
<td>1.760E-005</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>.319</td>
<td>56</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corrected Total</td>
<td>.006</td>
<td>55</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. (1) The typodont model with disto-occlusal inlay preparation.

Fig. (2) Color coded image of the superimposition of the scan data on the reference data using the reverse engineering software for trueness evaluation.
preparation design with different scanning methods was scanned 10 times to obtain a total of 80 digital impressions. This was in accordance with previous studies to obtain reliable and consistent results. (32-35)

In this study, IOS was not selected as a reference scanner as unexpected errors may occur during the scanning procedures due to the high degree of freedom resulting in model bending; therefore, a desktop scanner (Identica) with trueness (<0.04 µm) and exceeding that of other IOS systems was used as a reference scanner to create digital reference data as in previous in-vitro studies. (36-38) For the conventional impressions scan, the reference model was duplicated in addition silicon impression material by single step double-mix technique. Franco et al. (39) compared two-step versus single-step double mix impression technique, and revealed that single-step impression technique had smaller discrepancies. For the cast scan, type IV dental stone was used to obtain casts from the impression to minimize the reflections that may result in scanning artifacts with the applied scanner. (11) For the digital impressions, the reference models were scanned ten times with each advanced generation IOS (3Shape Trios, Omnicam).

In this study, all dataset obtained from different impression techniques were loaded into a recognized worldwide (3D) superimposition (reverse-engineering) software, where they were superimposed on the reference model, to evaluate trueness. (31,40) The idea relies on calculating the square difference between a number of points (x, y, z axis) when two different scans were superimposed onto each other; then, the sum of these squares was divided by the number of points, and the square root of this value was considered the root mean square (RMS). This is probably a more precise value than an arithmetic mean because the difference between each data point is represented by a positive (expansion) value and a negative (contraction) value, and viewed on the color map as red and blue colors, respectively. (22)

With regard to trueness for the 6 degrees axial wall divergence, the impression scan had the best results (0.0701µm), followed by the cast scan (0.0727µm), 3Shape Trios (0.0889µm) and Omnicam (0.0921µm). No statistically significant difference was found either between the impression and the cast scans or between the Omnicam and the 3Shape Trios scans; however, the impression scan and the cast scan were statistically significant better than the IOS (P < 0.05).

In contrast, for the 12° axial wall divergence preparation design, no significant difference was found between different impression techniques; however, the cast scan had the best results (0.0683µm), followed by the impression scan (0.0684µm), 3Shape Trios (0.0684µm), and Omnicam (0.0696µm). The 12° taper design showed statistically significant higher trueness values (0.068±0.0045) when compared to 6° taper design (0.080±0.010). This may be due to possible shadows that may occur during scanning procedures or limitation in the scan depth of the IOS due to the presence of an undercut related to the adjacent teeth that hindered the image acquisition. (41)

Several factors affect the trueness of an IOS, such as the data processing algorithm, scanning strategy, the operator’s experience, the digital equipment performance, the camera position during scanning, the number of scanned images, powder application or not and image acquisition method. (42) The active triangulation strategy applied in the desktop scanner and Omnicam IOS is a conventional scanning strategy enabling the highest trueness if the conditions are ideal. In comparison, the confocal microscopic technology (3Shape) does not necessitate a certain distance for focusing, and therefore images can be captured regardless of whether the scanner tip is attached to the teeth when the oral cavity is scanned. In this study, trueness was evaluated by capturing the image with the same motion under
the same conditions and the deviations in trueness increased with Omnicam with active triangulation and decreases with the 3Shape Trios with the confocal microscopic technology. These results were in conflict with the results of a previous study on E4D dentist, CEREC, Lava COS, and iTero which found better results in the active triangulation, followed by confocal microscopy and optical coherence tomography, respectively. However, Seelbach et al. (44) and Ender et al. (45) studied trueness using iTero, CEREC, and Lava COS, and reported no notable difference between the parallel confocal scanners and the active triangulation scanners, while Schaefer et al. (46) suggested that the confocal microscopy displayed higher accuracy than the active triangulation, consistent with this study. Moreover, the obtained results was in accordance with the results of Mario et al. (47) who found that the difference of the trueness between the 3Shape Trios and Omnicam scanners could be attributed to scanning principles in addition to data processing algorithms.

In the color map of the trueness of the conventional impressions, a slight negative deviation was observed on the molar area. This could be attributed to the pressure induced during impression taking using an individual tray. In both models with different preparation designs, a slight positive deviation was observed in the cervical region. This could be attributed to the tensile stresses generated in the interproximal area of the impression during the impression withdrawal, resulting in impression deformation.

In the color map of the trueness of the digital impression data, slight negative and positive deviations were distributed on the buccal and lingual sides of the model, respectively. This was observed in spite of the model type as scanning process started from posterior molar to the right central incisor. These deviations could be attributed to the angle of capturing and the scanner head position. Another possible explanation is that the area into which the LEDs are projected during scanning procedures expands towards the major axis, resulting in possible scan errors. Previous studies have reported that trueness decreased as the scanning range of the digital impressions expanded.

Our study has some limitations. First, it is an in vitro study; therefore, the obtained results should be co-related to the oral condition, where the scan quality could be affected by some factors, such as blood, saliva, reflections from tooth and limited mouth opening. Second, the scanner used as a reference was an optical scanner; nevertheless, scanning the models using a contact probe scanner might be preferable in terms of accuracy. Third, this study evaluated the accuracy of IOS and conventional impressions in terms of trueness only and not to compare several commercial scanners. Thus, future investigations are needed to simulate oral conditions including the use of the latest IOS to validate the results and to provide more data to the clinicians.

CONCLUSIONS

Within the limits of the present study, the following conclusions could be drawn:

1. Inlay preparation with 12 degrees axial wall divergence is significantly better than the 6 degrees axial wall divergence, in terms of trueness.

2. Conventional impression scan and cast scan is significantly better than the intraoral scan, in terms of trueness; however, no significant difference was found either between the impression and the cast scans or between the Omnicam and the 3Shape Trios scan.

3. 3Shape Trios IOS and Omnicam IOS have comparable values of trueness.
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